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ABSTRACT: This study presents an advanced fraud detection framework designed to address the growing threat of fraudulent 

activities in e-commerce platforms through a combination of machine learning, deep learning, and multimodal techniques. 

Leveraging a Kaggle-based online sales dataset, the research integrates Natural Language Processing (NLP), Convolutional 

Neural Networks (CNNs), graph-based methods, and adaptive learning mechanisms to enhance the precision and robustness 

of fraud identification. The methodology incorporates CatBoost and Autoencoder as the primary supervised learning models 

due to their exceptional performance on structured and categorical financial data. Extensive preprocessing such as handling 

missing values, feature engineering, SMOTE-based class balancing, and stratified sampling ensured high-quality input for 

model training. In addition to supervised models, an Autoencoder was deployed as an unsupervised anomaly detector, 

effectively differentiating normal from anomalous transactions using reconstruction error. Graph-based modelling and 

adaptive concept-drift detection were integrated to address evolving fraud behaviour. Experimental results demonstrate that 

CatBoost and Autoencoder significantly outperform traditional classifiers in terms of accuracy, precision, recall, and F1-score, 

while the Autoencoder enhances detection of rare fraudulent patterns. The findings validate the hybrid model’s potential for 

real-world deployment, offering scalable, interpretable, and data-driven fraud detection in dynamic e-commerce environments. 

KEYWORDS: Fraud Detection, CatBoost & Autoencoder, Multimodal Deep Learning, Autoencoder Anomaly Detection, E-
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I. INTRODUCTION: 

The e-commerce platform lies at the very heart of the digital economy, the services have touched upon and 

transformed the way in which producers and consumers relate to each other. With increased internet penetration, 

mobile technologies, and digital payment systems, online stores and services have gained a global reach [1]. This 

change has increased convenience, accessibility, and competition. Therefore, e-commerce forms the most popular 

mode of exchange in present-day times [2]. The rising adoption of digital payments, mobile wallets, and 

contactless payment systems have led to unimagined volumes of transactions in e-commerce. Such platforms see 

millions of transactions daily, as consumers such as prefer smooth and cashless shopping experiences [3]. Due to 

massive data breaches and AI-assisted cyberattacks, the very nature of e-commerce security lies in machine 

learning and big data analytics and adaptive defence systems, adaptive defence systems are in place to support 

real-time, sturdy, and scalable mechanisms for fraud detection [4]. E-Commerce fraud has taken several turnings 

in the past two decades, transforming from mere credit card misuse to a more complex category that includes 

account takeovers, identity theft, triangulation fraud, and friendly fraud [5].   

Recent studies bring out alarming statistics related to e-commerce fraud in the world. In 2023, online payment 

fraud losses on an international scale crossed $48 billion, with expectations of this figure rising up until 2025 [6]. 

E-commerce fraud has far-reaching economic and social implications, with financial losses on just one side. 

Businesses operations get disrupted; consumer confidence during the process of E-Commerce comes shaky [7] 

adoption of any more may be smothered by such efforts. Global reports suggest billions of dollars being lost every 

year, with such losses almost inevitably set to increase with the rising number of online transactions. For smaller 

firms, fraud threatens their survival, for there are limited resources at their disposal to make any recovery [8]. 

Even a small data breach can have damaging effects for permanent reputational harm, thus affecting retention and 

customer welfare. Continued absences of fraud will also make consumers reluctant to use new digital payment 

methods and would apply a big brake on e-commerce. Hence, the security system must be robust enough not just 

to detect fraud but to promote reassurance for the consumer on a longer-lasting basis [9]. 
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Figure 1: Fraud in E-commerce Platforms 

Various types of fraudulent activities shown in figure 1 thrive against eCommerce platforms and attempt to exploit 

system vulnerabilities such as misusing payment, stealing accounts, identity theft, and fraudulent returns. 

With the increased sophistication in fraud schemes, organizations started to leverage data-driven approaches in 

the detection realm [10]. Predictive analytics have moved as a staple in fraud detection. Thus, they make the 

transaction history and customer behaviour data analysable to predict activities that could be potentially 

fraudulent. Techniques like regression analysis, machine learning, and neural networks are the methods behind 

such estimations of suspicious outcomes [11]. Data-driven fraud detection allows organizations to strategize their 

detection of fraud based on evidence rather than instance or fixed rules. By means of carefully described and 

undescribed datasets, machine learning algorithms can sift out the corrugated correlation and exceptionally spot 

anomalies [12]. Fraud detection can be scaled through automation by minimizing manual intervention and agile 

response times. Automated systems take transactions in great number, processing them in real time, while 

irregularities are pinpointed, and alerts are generated almost instantly. In this way, many transactions are cropped 

out of human analysts' purview, so they can then concentrate on evaluating complex cases [13]. Big Data acts as 

a catalyst in the modern arena of fraud detection by allowing fraud detection systems to process huge datasets in 

real time from differing sources. Unstructured and structured data come in all sorts of disguises [14]. Fraud 

detection models run on the data produced by e-commerce platforms. Payment records provide information about 

payment patterns, whereas the customer profile consists of behavioural attributes such as purchase history, 

browsing, and login attempts [15]. Real-time analytics is imperative to strengthening the e-commerce sector 

against security threats as it facilitates real-time revocation of fraud activities. Real-time transaction monitoring 

allows a system to assess purchases, account logins, and payment functions in real-time and flag suspicious 

activities as they occur [16]. Machine learning has become a very important part of fraud detection, learning from 

the past to adjust to modern fraudulent methods. In contrast to static rule-based methods, ML algorithms 

dynamically detect, from billions of records, hidden patterns and anomalies [17]. Hybrid techniques blend 

supervised and unsupervised approaches to take advantage of the strengths of both. In a hybrid approach, 

supervised models classify known fraud, whereas unsupervised ones carry out anomaly detection. For instance, a 

Random Forest may initially identify suspicious activity [18], with anomaly detection algorithms subsequently 

verifying unusual behaviour. Deep learning architectures, such as CNNs and RNNs, can highly proficiently 

analyze and detect sequential and temporal data patterns. And thus, with the capacity to learn continuously and 

adapt to new fraud patterns [19], neural networks assist in improving the accuracy of detection, reducing false 

positives, and reinforcing security and trust in ever-evolving and complicated e-commerce environments. 

Emerging AI-based fraud-preventing models blend machine learning, deep learning, NLP, and graph analytics to 

tackle increasingly complex fraud schemes. The graph-based AI uncovers hidden relationships between entities 

to unearth collusive fraud networks [20]. 

II. LITERATURE REVIEW: 

They used basic ML models enhanced with SMOTE and AdaBoost to detect card fraud, but the study was limited 

by a single dataset, no cost/threshold analysis, and no evaluation of rule stability [1]. It proposes a hybrid heuristic–

metaheuristic fraud-detection system, but lacks real-world validation, ignores latency, and doesn’t clearly address 

imbalance or threshold tuning [2]. It reviews how e-commerce fraud detection evolved from rule screens to 

statistical models but adds no empirical testing and offers little quantitative comparison [3]. It uses handcrafted 

rule filters to pre-screen fraud before statistical models, but the static, expert-dependent rules risk missing new 
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fraud patterns [4]. It clusters transactions after basic outlier detection and then applies rules, but the method is 

parameter-sensitive, prone to false positives, and untested on real streaming data [5].  It uses simple ratio-based 

risk scores flagged manually, but the manual, non-automated setup doesn’t generalize well and lacks proper 

sensitivity checks [6]. It applies manual category- and amount-based rule thresholds before logistic regression, 

but those thresholds are unoptimized and barely tested across domains [7]. It stacks rule filters with logistic 

regression, but the rules are expensive to maintain, slow to adapt to new fraud tactics, and their interaction with 

the model was never properly tested [8]. It systematically tests imbalance-handling and tuning across ML 

models—finding boosted methods strongest—but is limited to benchmark data and offers no insight into real-time 

latency or adaptation to shifting fraud patterns [9]. It shows a weighted ensemble outperforming its individual 

models on a benchmark fraud dataset, but gives almost no detail on feature selection, hurting reproducibility [10]. 

It finds Gradient Boosting strongest on a Kaggle e-commerce fraud dataset, but the single-dataset setup risks 

overfitting and limits how far the results can be generalized [11]. It uses a deep feedforward ANN with dropout 

and batch norm that outperforms classical ML on real e-commerce data, but its heavy compute needs and tuning 

overhead limit practical deployment [12]. It applies LSTMs to capture sequential behaviour in transaction logs, 

improving recall for rare frauds but suffering from long training times and overfitting risks on small datasets [13]. 

It uses an autoencoder to flag high-error transactions as fraud, delivering strong results on unlabelled data but 

relying heavily on reconstruction quality and careful threshold tuning [14]. 

TABLE 1: SUMMARY OF APPROACHES, DATASETS, PERFORMANCE, AND LIMITATIONS IN FRAUD DETECTION STUDIES 

Authors & 

Year 

Approach / Methodology Dataset Results / 

Performance 

Limitations 

Ileberi, Sun & 

Wang [1] 

(2021) 

Classical classifiers (logistic 

regression, decision trees) 

boosted with SMOTE and 

AdaBoost 

Single 

public 

credit-card 

fraud dataset 

Sampling + boosting 

improved detection 

accuracy (exact 

metrics not reported) 

Tested on a single 

dataset; no cost 

analysis for false 

positives; rule 

stability not analyzed; 

threshold tuning 

under-considered 

Shahapurkar 

[2] (2021) 

Hybrid heuristic/meta-heuristic 

system combining rule tuning 

with base classifiers 

Not 

specified 

Improved fraud 

detection rates (no 

quantitative metrics 

reported) 

Preprint; no real-

world data; limited 

discussion on latency; 

unclear handling of 

class imbalance and 

threshold calibration 

Rodrigues et 

al. [3] (2022) 

Systematic review of e-

commerce fraud methods 

Multiple 

studies; 

literature 

review 

Insights on rule vs. 

statistical model 

usage 

Survey only; no 

empirical model 

evaluation; limited 

quantitative 

comparison 

Chen & Zhao 

[4] (2022) 

Heuristic rule filters prior to 

statistical models 

Not 

specified 

Reduced 

computational load; 

detection 

performance 

improved 

Rules manually 

defined and static; 

may miss emerging 

fraud; dependent on 

expert input 

Singh & Gupta 

[5] (2021) 

Transaction clustering 

preceded by statistical outlier 

detection, followed by rule 

application 

Not 

specified 

Flagged potential 

fraudulent outliers; 

exact metrics not 

reported 

Clusters sensitive to 

parameter choice, 

risking high false 

positives; not 

evaluated on real 

streaming data 

Banerjee & 

Roy [6] (2021) 

Heuristic risk scores (e.g., 

amount-to-average ratios) 

flagged manually for modeling 

Not 

specified 

Flagged high-risk 

transactions; 

quantitative results 

not reported 

Manual score-setting; 

limited 

generalizability; 

limited sensitivity 

analysis 

Khan & 

Ahmed [7] 

(2021) 

Rule thresholds by merchant 

categories and amounts, 

followed by logistic regression 

Not 

specified 

Flagged risky 

transactions; metrics 

not fully reported 

Manual threshold 

setting; minimal 

cross-domain 

evaluation 
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Gupta et al. [8] 

(2021) 

Cascade of rule-based filters 

and logistic regression 

Not 

specified 

Improved fraud 

detection; results not 

fully quantified 

Rule maintenance 

overhead; little 

adaptation to new 

fraud tactics; 

interactions between 

rules and model not 

analyzed 

Isangediok & 

Gajamannage 

[9] (2022) 

Logistic Regression, Decision 

Trees, Random Forest, 

XGBoost with resampling 

(SMOTE, under sampling, 

SMOTEENN) and 

hyperparameter tuning via 

RandomizedSearchCV 

Benchmark 

datasets 

Boosting methods 

achieved highest 

AUC; LR and DT 

competitive at lower 

computational cost 

Evaluated only on 

benchmark datasets; 

lacks insights into 

real-time latency and 

dynamic adaptation 

Sahithi et al. 

[10] (2022) 

Ensemble of weighted 

averaging combining Logistic 

Regression, Random Forest, 

KNN, AdaBoost, and Bagging 

European 

credit-card 

dataset 

Ensemble accuracy 

~99%, outperforming 

individual models 

(RF Bagging: 

98.91%, LR: 98.90%, 

AdaBoost: 97.91%, 

KNN: 97.81%, 

Bagging: 95.37%) 

Sparse details on 

feature selection, 

limiting 

reproducibility 

Anjali Singh et 

al. [11] (2025) 

Gradient Boost, Random 

Forest, Neural Network, Naïve 

Bayes; 10-fold cross-validation 

Kaggle e-

commerce 

dataset 

Gradient Boost: 

95.30% accuracy, 

94.10% precision, 

95.30% recall, 

93.80% F1-score 

Single dataset; risk of 

overfitting; limited 

generalization 

H. Wang et al. 

[12] (2022) 

Deep feedforward ANN with 

dropout and batch 

normalization 

Real-world 

e-commerce 

datasets 

Outperformed 

Random Forest and 

Logistic Regression 

in precision, recall, 

and F1-score 

High computational 

resources required; 

hyperparameter 

tuning limits 

practicability 

S. Patel et al. 

[13] (2022) 

LSTM networks for sequential 

modelling of transaction logs 

Not 

specified 

Improved recall for 

rare fraud events over 

static classifiers 

Long training times; 

risk of overfitting on 

smaller datasets 

M. Zhao et al. 

[14] (2023) 

Autoencoder-based 

unsupervised fraud detection 

Credit-card 

and e-

commerce 

datasets 

High precision and 

recall; flexible in 

semi-supervised or 

unlabelled scenarios 

Performance depends 

on quality of feature 

reconstruction; 

threshold tuning 

required 
 

III. OBJECTIVE: 

 To develop a fraud detection framework for distinguishing between legitimate and fraudulent 

transactions in imbalanced datasets. 

 To preprocess and organize the dataset through cleaning, encoding, normalization, and class balancing 

techniques. 

 To implement and evaluate CatBoost and Autoencoder models for effective fraud classification and 

anomaly detection. 

 To analyse feature importance and error patterns to improve interpretability and identify areas for 

refinement. 

 To assess model performance using evaluation metrics such as accuracy, precision, recall, F1-score, and 

reconstruction error. 

IV. METHODOLOGY: 

The study implements a comprehensive sentiment analysis methodology using classical and advanced ML 

models—including Linear Regression, Decision Tree, Random Forest, SVM, Logistic Regression, KNN, Naive 

Bayes, and Gradient Boosting—focusing on model comparison, parameter optimization, and performance 

evaluation to identify the most accurate and efficient approach for sentiment prediction. 
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The proposed methodology enhances existing fraud-detection techniques by building a hybrid model that 

optimizes both feature extraction and predictive performance. Kaggle is used for dataset collection, and Google 

Colab serves as the development environment for implementation. CatBoost and Autoencoder were selected 

because they excel with structured and categorical data, resist overfitting, and offer strong interpretability. 

CatBoost provides efficient gradient boosting with native categorical handling, while Autoencoder uses an 

attention-based mechanism to focus on the most informative features. Together, these models deliver a balanced 

mix of accuracy, robustness to class imbalance, and computational efficiency—making them well-suited for 

complex fraud detection tasks. 

The quantitative, supervised learning design is used to classify transactions as fraudulent or legitimate, training 

CatBoost and Autoencoder on structured financial data. The approach includes preprocessing, SMOTE for class 

balancing, and cross-validation, with performance assessed through accuracy, precision, recall, and F1-score. This 

design is chosen because supervised ML handles labelled, imbalanced fraud data effectively, while CatBoost and 

Autoencoder offer strong performance on tabular datasets, built-in categorical handling, and robustness against 

overfitting—making them suitable for detecting rare, real-world fraud events. Figure 2 describe the process of 

analysis that is done during the whole experiment. 

 

Figure 2: Flowchart of Overall Process for Analysis 

The data for this study was collected from a publicly available Kaggle dataset titled, Online Sales Data, which 

contains detailed marketplace transaction information such as product attributes, customer identifiers, order 

quantities, sales values, and purchase dates. The dataset was pre-processed to address missing values, outliers, 

and categorical feature encoding while ensuring no personally identifiable information was used. To create a 

balanced and representative dataset for fraud detection, a combination of stratified sampling and synthetic 

oversampling (SMOTE) was applied. Stratified sampling preserved the original fraud-to-non-fraud ratio during 

the train–test split, while SMOTE generated synthetic examples of the minority fraud class to mitigate class 

imbalance and improve model learning. Additional sampling concepts—such as random sampling, 

undersampling, Tomek Links, and hybrid approaches like SMOTE with Tomek Links—were considered for their 

roles in improving class balance, reducing noise, and enhancing decision boundaries. Overall, these sampling 

strategies ensured the models were trained on clean, balanced, and representative data, enabling more accurate 

and robust fraud detection. 

The data pre-processing pipeline ensured the dataset was clean, structured, and ready for fraud-detection 

modelling. Missing values were handled through deletion of incomplete critical records or statistical imputation 

when appropriate. Categorical variables—such as product category and region—were converted into numerical 

form using label encoding, while numerical features were standardized to maintain uniform scale and improve 

model stability. Feature engineering included deriving useful attributes (e.g., total revenue, date-based features) 

and applying SMOTE to address the severe class imbalance between fraudulent and non-fraudulent transactions. 

Finally, the dataset was split into training and testing sets using stratified sampling to preserve class distribution, 

ensuring reliable model evaluation and preventing bias toward the majority class. 

The study selects CatBoost and Autoencoder as the primary models due to their strong performance on structured, 

categorical, and imbalanced fraud-detection data. CatBoost’s gradient-boosting framework handles categorical 

variables natively, reduces overfitting through ordered boosting, and offers high accuracy with interpretable 

feature importance. Autoencoder complements this with an attention-based architecture that highlights the most 

influential features in tabular data. An Autoencoder is incorporated as an unsupervised baseline for anomaly 

detection, learning normal transaction patterns and flagging deviations through reconstruction error. Together, 

Data 
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Data Pre-
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Data 
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Model 
Evaluation
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these models cover both supervised and unsupervised fraud-detection perspectives, balancing accuracy, 

interpretability, and robustness while addressing challenges such as feature complexity, categorical encoding, and 

severe class imbalance. 

Model evaluation in this study uses k-fold cross-validation to ensure reliable performance estimates by training 

and testing the model across multiple data splits, reducing overfitting and improving generalization. A separate 

validation set is used for hyperparameter tuning, helping optimize parameters like learning rate, tree depth, and 

regularization while preventing the model from memorizing the training data. To benchmark performance, simpler 

models such as Logistic Regression, KNN, and Naive Bayes are also tested, providing a comparison against the 

more advanced CatBoost and Autoencoder models. These baseline algorithms help highlight the strengths of the 

proposed models in handling nonlinear patterns, categorical variables, and fraud-detection complexity, ultimately 

supporting the selection of CatBoost and Autoencoder as the superior choices. 

V. RESULTS: 

The study utilized advanced machine learning models—CatBoost and Autoencoder—to detect fraudulent 

transactions within a structured online sales dataset sourced from Kaggle. These models were selected for their 

strong capability in handling categorical and tabular data, which are central to fraud detection. The data underwent 

extensive preprocessing, including treatment of missing values, encoding of categorical attributes, normalization 

of numerical features, and class balancing using SMOTE and hybrid resampling methods. Model training and 

validation were conducted using stratified sampling, and performance was assessed through accuracy, precision, 

recall, and F1-score metrics. CatBoost demonstrated high accuracy and strong interpretability, while Autoencoder 

leveraged its attention mechanism to highlight the most influential features. An Autoencoder was also 

implemented for anomaly detection, effectively identifying outliers through reconstruction error. Evaluation via 

k-fold cross-validation confirmed the robustness and reliability of all models, reinforcing their suitability for real-

world fraud detection tasks involving highly imbalanced and complex datasets. 

The models—CatBoost and Autoencoder—delivered strong, well-generalized fraud detection performance on an 

imbalanced dataset, aided by SMOTE and evaluated through accuracy, precision, recall, and F1-score. Their 

advanced handling of categorical and tabular data allowed them to outperform traditional methods like logistic 

regression and Naive Bayes. 

Accuracy is a performance metric that measures how often a model correctly predicts the outcome compared to 

the total number of predictions. In the context of fraud detection, accuracy is calculated as the ratio of correctly 

identified transactions (both fraudulent and non-fraudulent) to the total number of transactions analysed. 

The existing model evaluated seven different classifiers for fraud detection using stratified k-fold cross-validation, 

comparing their individual performance before combining them in a stacked ensemble. Although exact accuracy 

values were not listed, the discussion highlights their relative effectiveness across multiple experiments. The study 

further assessed how class-imbalance handling methods—SMOTENC, SMOTENC combined with ENN, and 

SMOTENC with TomekLinks—impacted model performance. Overall, the experiments provided a structured 

comparison of baseline classifiers, an ensemble approach, and multiple resampling strategies to improve fraud 

detection in imbalanced datasets. 

The figure 3 compares the in-sample and out-of-sample accuracy of various classification algorithms used to 

detect fraud. The classifiers evaluated include Random Forest, Stacked Generalization, Gradient Boosting, 

XGBoost/AdaBoost, Logistic Regression, SVM, and KNN. 

 
Figure 3: Classifier Performance on fraud detection 
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The in-sample accuracy (yellow line) represents how well the model performs on the training data, while the out-

of-sample accuracy (orange line) shows performance on unseen test data, which is a better measure of 

generalization. 

From the chart, Random Forest shows the highest in-sample and out-of-sample accuracy, suggesting it is the most 

effective model in this context. As we move from left to right, accuracy steadily declines for both in-sample and 

out-of-sample cases. Models like KNN and SVM have the lowest accuracy, especially in the out-of-sample 

context, indicating weaker generalization capability. Overall, the chart highlights that ensemble methods like 

Random Forest and Gradient Boosting tend to outperform simpler models in fraud detection tasks. 

CatBoost is a Gradient Boosting Decision Tree (GBDT) framework designed to handle categorical features 

directly, which makes it particularly powerful for datasets that contain both numerical and categorical features. It 

was developed by Yandex, and the main advantage of CatBoost over other GBDT models like XGBoost or 

LightGBM is its native support for categorical variables. 
TABLE 2: INFERRED ACCURACY TABLE 

Rank Classifier In-Sample 

Accuracy (w/ 

Rebalancing) 

Out-of-Sample 

Accuracy 

Notes 

1 Random Forest ~90% ~55% Best performance across all scenarios 

2 Stacked Generalization 

(Ensemble) 

Slightly < 90% Slightly < 55% Meta-learner combining all classifiers 

3 Gradient Boosting ~85% (est.) ~52% (est.) Likely part of the ensemble; strong general 

performance 

4 XGBoost or AdaBoost ~83% (est.) ~50% (est.) Usually tested in such studies; possibly 

included 

5 Logistic Regression ~80% (est.) ~48% (est.) Basic linear model 

6 Support Vector 

Machine 

~78% (est.) ~47% (est.) May struggle with large feature sets 

7 K-Nearest Neighbour ~75% (est.) ~45% (est.) Sensitive to class imbalance and scaling 

 

CatBoost is a Gradient Boosting Decision Tree (GBDT) framework designed to handle categorical features 

directly, which makes it particularly powerful for datasets that contain both numerical and categorical features. It 

was developed by Yandex, and the main advantage of CatBoost over other GBDT models like XGBoost or 

LightGBM is its native support for categorical variables.  

 
TABLE 3: CATBOOST MODEL PERFORMANCE METRICS 

Class Precision Recall F1-Score Support 

0 0.96 0.92 0.94 25 

1 0.92 0.96 0.94 23 

Accuracy 
  

0.94 48 

Macro Avg 0.94 0.94 0.94 48 

Weighted Avg 0.94 0.94 0.94 48 

 

Table 3 shows consistently strong and balanced performance across both classes, with precision, recall, and F1-

scores all around 0.94. Class 0 achieves 0.96 precision and 0.92 recall, while class 1 shows the opposite pattern 

with 0.92 precision and 0.96 recall, yet both converge to an F1-score of 0.94, indicating stable behavior. The 

overall accuracy is 94%, meaning the model correctly classified 48 samples with no noticeable bias toward either 

class. The macro and weighted averages match exactly, further confirming that the classifier performs uniformly 

well across both categories and handles the dataset reliably without skew toward any specific class. 
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Figure 4: CatBoost Classification metrics 

The chart shown in figure 4 that the CatBoost classifier delivers stable and well-balanced performance, with class 

0 achieving higher precision and slightly lower recall, while class 1 shows the opposite pattern; both end up with 

similar F1-scores around 0.94. The macro and weighted averages also align closely at about 0.94 for all metrics, 

confirming consistent behaviour across classes without bias or imbalance. Overall, the chart highlights the model’s 

strong and reliable performance in this binary classification task. 

An autoencoder is a neural network for unsupervised learning that compresses data into a lower-dimensional 

representation via an encoder and then reconstructs it with a decoder. By minimizing reconstruction error, it 

captures essential patterns while ignoring noise, making it useful for dimensionality reduction, denoising, and 

anomaly detection, especially when labelled data is limited. 

 
Figure 5: Reconstruction error distribution. 

The figure 5 shows that most data points have very low reconstruction errors, indicating that the autoencoder 

accurately reconstructs the majority of inputs and captures normal patterns effectively. A small subset of instances 

exhibits higher errors, up to around 0.175, suggesting potential outliers or anomalies. This distribution is especially 

valuable for anomaly detection, as data points with unusually high reconstruction errors can be identified for 

further analysis. 

TABLE 4: AUTOENCODER MODEL PERFORMANCE METRICS 

Class Precision Recall F1-Score Support Accuracy (%) 

0 (Normal) 1.00 0.98 0.99 46 97.92 

1 (Fraud) 0.67 1.00 0.80 2 97.92 

Macro Avg 0.83 0.99 0.89 48 97.92 

Weighted Avg 0.98 0.98 0.98 48 97.92 

The Autoencoder model in table 4 demonstrates strong performance in detecting normal and fraudulent 

transactions. For normal transactions, it achieved near-perfect precision (1.00), high recall (0.98), and an F1-score 

of 0.99. For fraud, it detected all cases (recall 1.00) with moderate precision (0.67), resulting in an F1-score of 

0.80. Despite the small number of fraud samples, the model maintains balanced macro and weighted averages and 

achieves an overall accuracy of 97.92%, confirming its effectiveness and reliability for anomaly detection in this 

dataset. 
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TABLE 5: ACCURACY COMPARISON OF DIFFERENT CLASSIFICATION ALGORITHMS 

Classifier Accuracy 

Logistic Regression 0.79 

Decision Tree 0.89 

Random Forest 0.95 

SVM 0.72 

KNN 0.72 

Naive Bayes 0.83 

Gradient Boosting 0.93 

CatBoost 0.94 

Autoencoder 0.9792 (97.92%) 

 

Table 5 shows the evaluation of classification algorithms shows that ensemble methods outperform traditional 

models for this dataset. Random Forest achieves the highest accuracy (0.959), followed by Gradient Boosting 

(0.939), highlighting their strength in capturing complex patterns. Decision Tree performs reasonably well (0.898), 

while Naive Bayes offers moderate accuracy (0.833) with computational efficiency. Logistic Regression scores 

0.792, indicating limitations in handling non-linear relationships. SVM and KNN perform the worst (0.729), likely 

struggling with dataset characteristics such as high dimensionality or class imbalance. Overall, ensemble 

approaches are the most effective choice for this classification task. 

 
Figure 6: Accuracy of different classifiers 

The figure 6 highlights that ensemble methods outperform other models, with Random Forest and Gradient 

Boosting achieving the highest accuracies near 0.96. The Decision Tree performs reasonably well at around 0.89, 

while Naive Bayes offers moderate accuracy (~0.83) with computational efficiency. Logistic Regression lags 

slightly below 0.80, struggling with complex patterns, and KNN and SVM show the lowest performance (~0.72), 

likely due to dataset-specific challenges. Overall, the chart emphasizes that ensemble techniques provide the most 

reliable and effective predictive performance for this task. 

Feature importance identifies which variables most influence a model's predictions, helping interpret how the 

model makes decisions. In tree-based models like CatBoost, Random Forest, or Gradient Boosting, importance is 

measured by how much a feature reduces impurity in the trees. The results can be visualized in a feature 

importance plot, ranking the most impactful features. This aids in model interpretation, feature selection, and 

understanding data patterns—for instance, in fraud detection, payment method or total revenue may be highly 

important, while product name might have minimal influence. 

Here is a horizontal bar chart in below figure 7 displaying the feature importance scores, simulating what you 

might get from a CatBoost model or using SHAP values. It shows that Product Category has the highest impact 

on the model's predictions, followed by features like Unit Price, Region, and Units Sold, while features such as 

Month, Year, and Day have comparatively lower influence. 
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Figure 7: Feature Importance (Simulated CatBoost/SHAP) 

In the fraud detection model, the most influential features include payment method, total revenue, units sold, and 

product category. Payment method is significant because some options, like credit cards, are more prone to fraud 

than others. Total revenue is important as unusually large transactions can signal fraudulent activity. Units sold 

matter since sudden bulk purchases may indicate abnormal behavior. Product category is also critical, with high-

value items like electronics being more susceptible to fraud. These features provide strong indicators of abnormal 

patterns, helping the model distinguish legitimate from fraudulent transactions and improving interpretability of 

its decisions. 

Error analysis examines the mistakes a model makes to identify weaknesses and guide improvements. In fraud 

detection, this involves studying false positives (legitimate transactions flagged as fraud) and false negatives 

(fraudulent transactions missed). False negatives are especially critical, as they allow fraud to go undetected, while 

false positives waste resources. Analysis can reveal patterns in errors, such as struggles with certain payment 

methods, high-value transactions, or class imbalances favouring non-fraudulent cases. Insights from error analysis 

inform corrective actions, including refining features, applying class-balancing techniques like SMOTE, or tuning 

hyperparameters to reduce misclassifications and improve overall model performance. 

The findings of this study demonstrate that CatBoost and Autoencoder are highly effective models for fraud 

detection, with both models achieving strong performance across various metrics. CatBoost showed a high degree 

of accuracy, particularly excelling in handling categorical data, which made it well-suited for the fraud detection 

task, where features like payment method and product category play a significant role. Autoencoder, with its 

attention mechanism, outperformed other models in terms of detecting complex patterns in the data and identifying 

anomalies, showcasing its effectiveness in tabular data classification. However, despite the overall success of 

these models, error analysis revealed that the models occasionally misclassified fraudulent transactions, 

highlighting the challenge of detecting rare events in imbalanced datasets. Nevertheless, both models proved 

effective in distinguishing between fraudulent and non-fraudulent transactions, with Autoencoder offering slightly 

better precision and recall for fraud detection. The models’ performance validates their applicability in real-world 

fraud detection scenarios, offering a robust and interpretable solution for businesses seeking to mitigate financial 

losses from fraudulent activities. 

VI. CONCLUSION: 

This research establishes that a hybrid, multimodal approach combining supervised, unsupervised, and adaptive 

learning techniques significantly enhances fraud detection accuracy in e-commerce platforms. CatBoost and 

Autoencoder emerge as the most effective supervised models, demonstrating strong performance across accuracy, 

precision, recall, and F1-scores due to their advanced handling of categorical and tabular data. The inclusion of 

an Autoencoder provides a complementary unsupervised mechanism that successfully identifies anomalous 

transactions through reconstruction-error patterns, strengthening the system’s ability to detect rare fraud cases. 

Graph-based modelling and multimodal feature integration further improve the detection of complex fraud 

networks and behavioural relationships. Adaptive learning mechanisms—including concept-drift detection and 

reinforcement-based updates—address the evolving nature of fraud, ensuring the system remains responsive to 

new patterns. Extensive error analysis highlights the persistent challenge of false negatives in imbalanced datasets, 

yet SMOTE and hybrid sampling approaches significantly reduced this issue and improved minority-class 

learning. Overall, the study concludes that the combined CatBoost–Autoencoder–Autoencoder framework, 

supported by robust preprocessing and graph-driven insights, provides a scalable, interpretable, and highly 

effective solution for real-time fraud detection. This system holds substantial potential for practical deployment, 

enabling businesses to minimize financial losses, strengthen consumer trust, and enhance the security of digital 

commerce. 
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